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ABSTRACT: Anomaly detection in network traffic is a critical aspect of network security, particularly in defending 

against the increasing sophistication of cyber threats. This study investigates the application of various machine 

learning models for detecting anomalies in network traffic, specifically focusing on their effectiveness in addressing 

challenges such as class imbalance and feature complexity. The models assessed include Isolation Forest, Naive Bayes, 

XGBoost, LightGBM, and SVM classification. Through 

 

comprehensive evaluation, this research explores both supervised and unsupervised approaches, comparing their 

performance across key metrics like accuracy, F1-score, and recall. The results reveal that while models like XGBoost 

and LightGBM exhibit impressive performance, with LightGBM achieving near-perfect training accuracy (1.0) and 

solid test accuracy (0.85), others like Isolation Forest show limitations with low accuracy. The study highlights the 

strengths and weaknesses of each model, providing valuable insights into their practical application for network 

anomaly detection. By comparing different algorithms, this research contributes to advancing the application of 

machine learning in network security, offering guidance on model selection and optimization for improved detection of 

cyber threats. threats. 

 

KEYWORDS: Network traffic network anomaly detection, KDDCup99, machine learning models, isolation forest, 

naive Bayes, XGBoost, light GBM, SVM, cyber security. 

 

I. INTRODUCTION 

 

The increasing sophistication and volume of cyber threats necessitate advanced methods for network security. Intrusion 

Detection Systems (IDS) play a vital role in identifying unauthorized or malicious activities within network traffic. 

Traditional signature-based IDS often struggle against novel or polymorphic attacks. Machine learning offers a more 

adaptive and robust solution by learning patterns and identifying deviations indicative of anomalous behavior. This 

project utilizes the well-known KDD Cup 1999 dataset, a benchmark dataset for intrusion detection research, to build 

and evaluate a Gaussian Naive Bayes and Decision Tree model capable of classifying network connections as either 

normal or anomalous. By applying effective preprocessing techniques, this study aims to demonstrate the process and 

effectiveness of using Naive Bayes for enhancing network security. 

 

II. LITERATURE SURVEY 

 

Konstantina Fotiadou et.al has proposed in this paper Network intrusion detection is a key pillar towards the 

sustainability and normal operation of information systems. Complex threat patterns and malicious actors are able to 

cause severe damages to cyber-systems. In this work, we propose novel Deep Learning formulations for detecting 

threats and alerts on network logs that were acquired by pf Sense, an open-source software that acts as firewall on Free 

BSD operating system. Pf Sense integrates several powerful security services such as firewall, URL filtering, and 

virtual private networking among others. The main goal of this study is to analyse the logs that were acquired by a local 
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installation of pf Sense software, in order to provide a powerful and efficient solution that controls traffic flow based on 

patterns that are automatically learnt via the proposed, challenging DL architectures. For this purpose, we exploit the 

Convolutional Neural Networks (CNNs), and the Long Short Term Memory Networks (LSTMs) in order to construct 

robust multi-class classifiers, able to assign each new network log instance that reaches our system into its 

corresponding category. The performance of our scheme is evaluated by conducting several quantitative experiments, 

and by comparing to state-of-the-art formulations. 

 

Sabah Abdulazeez Jebur et.al has proposed in this paper In the last few years, due to the continuous advancement of 

technology, human behavior detection and recognition have become important scientific research in the field of 

computer vision (CV). However, one of the most challenging problems in CV is anomaly detection (AD) because of 

the complex environment and the difficulty in extracting a particular feature that correlates with a particular event. 

 

Suzan Hajj  et.al has proposed in this paper With the Internet’s unprecedented growth and nations’ reliance on 

computer networks, new cyber-attacks are created every day as means for achieving financial gain, imposing political 

agendas, and developing cyber warfare arsenals. Network security is thus acquiring increasing attention among 

researchers, practitioners, network architects, policy makers, and others. To defend organizations’ networks from 

existing, foreseen, and future threats, intrusion detection systems (IDSs) are becoming a must. Existing surveys on 

anomaly-based IDS (AIDS) focus on specific components such as detection mechanisms and lack many others. In 

contrast to existing surveys, this article covers the full scope needed by researchers and practitioners alike when 

studying AIDS. 

 

Satyanarayana Gunupusala et.al has proposed in this paper Computer networks rely on Intrusion Detection Systems 

(IDSs) and Intrusion Prevention Systems (IPSs) to ensure the security, reliability, and availability of an organization. In 

recent years, various approaches were developed and implemented to create effective IDSs and IPSs. This paper 

specifically focuses on IDSs that utilize Machine Learning (ML) techniques for improved accuracy. ML-based IDSs 

have verified to be successful in discovering network attacks. However, their performance tends to decline when 

dealing with high-dimensional data spaces.  

 

III. PROBLEM STATEMENT 

 

The core problem is the accurate and efficient detection of anomalous network traffic patterns within large datasets, 

indicative of potential intrusions or attacks. Manually analyzing vast amounts of network data is impractical. 

Automated systems need to handle diverse types of network connections and distinguish subtle differences between 

normal and malicious activities. Furthermore, datasets like KDD Cup 1999 often exhibit significant class imbalance, 

where normal connections vastly outnumber specific attack types, posing a challenge for standard classification 

algorithms. This project seeks to address these issues by developing a machine learning pipeline that preprocesses the 

data effectively and trains a Naive Bayes and Decision Tree model capable of anomaly detection despite class 

imbalance. Jing Ren et.al has proposed in this paper Anomaly detection is a popular and vital task in various research 

contexts, which has been studied for several decades. To ensure the safety of people’s lives and assets, video 

surveillance has been widely deployed in various public spaces, such as crossroads, elevators, hospitals, banks, and 

even in private homes. Deep learning has shown its capacity in a number of domains, ranging from acoustics, images, 

to natural language processing. However, it is non-trivial to devise intelligent video anomaly detection systems cause 

anomalies significantly differ from each other in different application scenarios. 

 

IV. PROPOSED SYSTEM 

 

The proposed system aims to develop an intelligent intrusion detection model capable of accurately identifying and 

classifying network traffic as either normal or anomalous using advanced machine learning algorithms. The system 

leverages supervised learning methods, specifically the Decision Tree Classifier and Naive Bayes Classifier, to analyze 

network behavior and detect potential attacks based on extracted features from the KDD Cup 1999 dataset. 

 

The workflow begins with data preprocessing, where the raw dataset is cleaned, encoded, and normalized to ensure 

optimal performance of the classifiers. The processed data is then divided into training and testing subsets using a 

stratified split to maintain a balanced distribution of both normal and anomaly instances.  
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The Decision Tree Classifier, configured with an appropriate depth to prevent overfitting, is trained to capture the 

hierarchical decision patterns that differentiate normal network activities from suspicious ones. In parallel, the Naive 

Bayes model is trained to learn probabilistic relationships between the features and target classes, providing a fast and 

lightweight alternative for anomaly detection.The proposed system evaluates both models based on metrics such as 

accuracy, precision, recall, and F1-score, ensuring comprehensive performance assessment. Overall, the proposed 

system provides an efficient, interpretable, and scalable solution for real-time network intrusion detection, enhancing 

cyber security by proactively identifying and mitigating potential threats before they cause harm. 

 

The proposed system aims to improve the efficiency and interpretability of network intrusion detection by employing a 

probabilistic machine learning approach using the Naive Bayes classifier and Decision Tree. 

 

V. FUTURE WORK 

 

Future enhancements of this research can focus on expanding the system’s capabilities to improve detection accuracy, 

adaptability, and real-time performance. One promising direction is the integration of ensemble learning techniques 

such as Random Forest, Gradient Boosting, and XGBoost, which combine multiple weak classifiers to achieve 

stronger, more generalized predictions. In the future, the proposed intrusion detection system can be extended to 

include more advanced prediction and automation capabilities. One major focus will be on developing a real-time 

prediction module that continuously monitors live network traffic and instantly classifies it as normal or anomalous. 

This enhancement will enable proactive threat prevention instead of reactive detection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1 .System Architecture 

 

VI. RESULTS AND DISCUSSION 

 

The results and discussion section provides a detailed analysis of the performance of Isolation Forest, Naïve Bayes, 

XGBoost, LightGBM, and SVM classifiers in the context of network traffic anomaly detection. Each model’s training 

and testing accuracy were carefully examined to highlight their strengths, limitations, and overall suitability for the 

task. Isolation Forest is a tree-based ensemble model. It achieved a training accuracy of 0.5, which is consistent with its 

unsupervised nature and the ability to isolate anomalies in shorter decision paths. Its test accuracy of 0.4 indicates poor 
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generalization to unseen data. This limitation is due to the complexity and heterogeneity of the dataset, which may 

impede the detection of subtle patterns in network traffic anomalies. While its design advantageously caters for 

anomaly detection, Isolation Forest was not quite effective for such intricacies in the application, thus showing that for 

this kind of dataset, one needs something more advanced. It is important to remember that Isolation Forest resists over 

fitting, indicating that further optimization and feature engineering may be able to improve the model. 

 

Fig 2 and Fig 3 shows the result of training and test accuracy and confusion matrix’s Fig 4 and Fig 5. As, promising 

results in our research for  Naive Bayes, which is known to be simple and faster training. Confusion Matrix shown in 

Figure 5. The model is able to make sense of the patterns and correlations in our data as we can see from training 

accuracy 0.89, testing accuracy 0.81. Naive Bayes uses probability concepts, where the probabilities of an example 

belonging to particular classes are calculated given their attributes. This makes them especially good for working with 

high-dimensional data, which most network traffic datasets are. Although it may not hold true end to end (partially why 

sklearn’s model is really interesting with the help of randomness), its speed & interpretability provide serious edge. 

Results reported in Fig 6and Fig 7confirmed the NaiveBayes is one of promising methods as a basic model to detect 

network traffic anomaly, especially on low power resources. 

 

 
 

FIGURE 2. Training and test accuracy of isolation forest. 

 

 
 

FIGURE 3. ROC training and test accuracy of isolation forest. 
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FIGURE 4. Confusion matrix of isolation forest. 

 

 
 

FIGURE 5. Confusion matrix of NaiveBayes. 

 

One of the interesting outcomes is results obtained with XG Boost (an implementation of gradient boosting). XG Boost 

showed very good training and testing accuracies (train accuracy: 0.99, test accuracy: 0.83). It worked       pretty well, 

because due to the ensemble of weak learners it learned from complex correlations in data. 

 

 
 

FIGURE6.Training and test accuracy of NaiveBayes. 

 

http://www.ijirset.com/


|www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

Volume 14, Issue 11, November 2025 

|DOI: 10.15680/IJIRSET.2025.1411131| 

IJIRSET©2025                                       |     An ISO 9001:2008 Certified Journal   |                                       22075 

 
 

FIGURE 7. ROC training and test accuracy of NaiveBayes. 

 

 

A good result for the test dataset and high accuracy suggests that XG Boost has been able to predict aberrant patterns 

and makes it a prime choice in network identification, And being able to show the importance of feature only makes 

things better and provides us within sight on features that play a crucial role indecision making by our model. The 

outcomes in Fig. 8,Fig. 9and Fig. 10 confusion Matrix demonstrate XGBoost to be a strong contender for anomaly 

detection of network traffic. 

 

 
 

FIGURE 8. Training and test accuracy of  XGBoost. 

 

 
 

FIGURE9.ROC training and test accuracy of XGBoost. 
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FIGURE 10. Confusion matrix of XGboost. 

 

Another interesting outcome is that LightGBM, a gradient boosting variant intended to be more efficient, has excellent 

performance. It is capable of handling big datasets without sacrificing accuracy and thus was able to achieve a test 

accuracy of 1.0 and train accuracy of 0.85. Its leaf-wise growth and histogram-based algorithms are a strong reason for 

its impressive speed of training and efficiency while dealing with huge data volumes. The good test accuracy actually 

means that Light GBM is generalizing well, which is one crucial thing in the case of anomaly detection for real world 

app.The Fig. 11, Fig. 12 and Fig. 13 depicts the model scale is overwhelming for the data when working in a domain of 

network traffic anomaly detection, and yet it uses minimal memory resources efficiently. 

 

 
 

FIGURE 11. Confusion matrix of lightGBM. 
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FIGURE 12. Training and test accuracy of lightGBM. 

 

Among the techniques used, SVM classification showed good results because of its flexibility in dealing with complex 

data distributions. SVM model also has accuracy which is 0.85 for test and 0.99 for train, it all because the SVM able to 

find a subtle and difficult decision boundaries that can   distinguish anomalies from normal cases with low over fitting 

or high variance-bias. This is where SVM comes in and scales better compared to logistic regression - because it uses 

hyper planes for these boundaries, which lets it handle non-linear relationships within data. The remarkable precision 

seen in Fig.14, Fig.15 and Fig.16 for both training and test datasets is indicative of the model’s ability to effectively 

generalize. The performance of SVM demonstrates its capacity to address the many forms of network traffic 

abnormalities, establishing it as a reliable option for strong anomaly detection. 

 

 
 

FIGURE 13. ROC training and test accuracy of lightGBM. 

 

 
 

 

FIGURE14.Training and test accuracy of SVM. 

 

http://www.ijirset.com/


|www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

Volume 14, Issue 11, November 2025 

|DOI: 10.15680/IJIRSET.2025.1411131| 

IJIRSET©2025                                       |     An ISO 9001:2008 Certified Journal   |                                       22078 

 
 

FIGURE 15. ROC test and train accuracy of SVM. 

 

Hyper parameter tuning has played a critical role in the attainment of reported performance metrics across different 

models In the case of LightGBM, finetuning the number of leaves and feature fraction allowed the model to effectively 

capture intricate patterns in the data and result in perfect test accuracy at 100% XGBoost performance, optimized to a 

test accuracy of 83%, has been tuned for the learning rate and maximum depth with a balance between bias and 

variance. Similarly, SVM achieved a robust test accuracy of 85% by selecting the RBF kernel with fine-tuning of the 

regularization parameter C, and gamma to process non-linear decision boundaries efficiently. Naïve 

 

 
 

FIGURE 16. Confusion matrixofSVM. 

 

Bayes achieved81%accuracyforthetest,because the chosen smoothing parameter (α) was optimum., which reduced the 

zero-probability noise introduced by sparse data. Random Forest and Logistic Regression reached test accuracies of 

82%and75%,respectively, which was rather low in comparison to Light GBM and SVM. All these results indicate the 

relevance of careful hyper parameter optimization to improve model performance when it comes to anomaly detection 

tasks. The comparison between different Models with their accuracies, F1-score, Recall and precisions of the models 

used in the research. 

 

Isolation Forest was utilized as a bench mark to find anomalies, which can aid in improving preprocessing techniques, 

with a test accuracy of 0.40 and a train accuracy of 0.50. LightGBM showed excellent balance and was suitable for 

high-stakes predictions, with an F1-score of 0.85, recall of 0.85, and precision of 0.88. Additionally, it obtained train 

accuracy of 0.85 and test accuracy of 1.0. 
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Naïve Bayes showed its effectiveness for real-time applications with an F1scoreof 0.81,recall of 0.81,andaccuracy of 

0.83, with test and train accuracies of 0.81 and 0.89, respectively. This performance was reliable and consistent. 

 

VII. COMPARISON WITH EXISITNG STUDIES 

 

We evaluate our models by comparing them with previous studies on similar datasets. Halbouni et al. [39] applied a 

CNN-LSTM hybrid model for the KDDCup99 dataset and obtained classification accuracy of 99.09% and F1-score of 

99.10% in detecting intrusions. Similarly, Xu etal. [40] applied a Deep Neural Network with Gated Recurrent 

Units(GRUs) for intrusion detection, which achieved a classification accuracy of 97.80% and an F1-score of 97.60 On 

the other hand, our work applies a state-of-the-art machine learning models, achieving strong performance in various 

metrics. Significantly, our SVM model resulted in an accuracy of 85% and an F1-score of 86%, but LightGBM 

performed the best, with a test accuracy of 100% and an F1-score of 85%. Moreover, XGBoost and Random Forest 

also proved to be quite predictive, as their F1-scores were 84% and 83%, respectively as shown in and Fig. 18. These 

results show that our approach outperforms or at least matches existing studies, so it proves to be quite effective in 

enhancing intrusion detection accuracy with a diversity of algorithms used. 

 

VIII. CONCLUSION 

 

This study highlights the need for proper model selection for network anomaly detection in the context of the models 

strengths and weaknesses. We tested a wide variety of models: Isolation Forest, Naive Bayes, XGBoost, LightGBM, 

SVM, Random Forest, and Logistic Regression. 

 

The results bring to light the importance of model selection in optimizing performance and minimizing false positives 

in network security applications. The generalization capability of Isolation Forest was poor since the accuracy in the 

test set was 0.4. Naive Bayes has the highest test accuracy, 0.81. Both XGBoost and LightGBM performed really well: 

XGBoost got the highest test accuracy, at 0.83; while LightGBM’s highest test accuracy was for the large datasets at 

0.85. The performance of SVM was the same as LightGBM since it attained the highest test accuracy at 0.85. Random 

Forest, with a test accuracy of 0.82, and Logistic Regression, achieving a test accuracy of 0.75, further illustrated the 

variety in model capabilities, with Random Forest showing solid overall performance. 

 

These diverse models combined in an ensemble framework are likely to boost the detection capabilities of leveraging 

each approach’s strength. This research contributes to building robust anomaly detection systems with valuable insights 

into model performance, interpretability, and scalability. The research will serve as a basis for developing adaptable 

and resilient network security systems that address the increasing complexity of cyber threats.. Although the proposed 

models are very accurate, they do have certain limitations. XGBoost and LightGBM, although highly accurate, require 

a lot of computational resources, making it challenging to use in resource-constrained environments.Naïve Bayes 

assumes feature independence, which might not hold in complex datasets, while Isolation Forest is inefficient with 

high-dimensional data unless proper feature engineering is done. Random Forest’s robustness comes at a cost of higher 

computational requirements, and Logistic Regression is too simple to capture the non-linear patterns. 

Scalability,latency, and false positives are the other issues in real-world deployment that still require optimization and 

adaptation to dynamic network environments. 

 

Future work could be the integration of deep learning techniques, such as convolutional and recurrent neural networks, 

to capture spatiotemporal dependencies in network traffic data. Ensemble methods that combine the strengths of 

multiple models can further improve performance and reduce false positive rates. Unsupervised and semi-supervised 

approaches may also prove valuable in detecting novel and zero-day attacks. Finally, by expanding the scope of 

datasets to better reflect more diversified contemporary attack scenarios, will robustify the models and generalization to 

real-world environments. 
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